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Abstract

Power-efficiency has been an increasing design consideration
in virtually all  new silicon in the past 15 years. Power-first1

designs, however, typically appear only in niche applications
such as IoT. A 2023 retrospective paper describing a research
lab's  2002  circuit,  using  a  technique  called  “drowsy  logic,”
reviewed historical strategies to limit leakage in the context of
foundries' recent implementation of low-leakage FinFET and
Gate-All-Around  technologies.2,3 This  review  explores  new
research and additional industry applications of drowsy logic. 
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1. Introduction

In  Computer   Architecture   Techniques   for   Power­Efficiency
(2008),   drowsy   circuits   are   defined   as   “a   new   class   of   state­
preserving leakage reduction techniques.”4a    When factored into
the dynamic power equation P = CV2  A f, it shows that there can
be a cubic reduction in power without a proportional reduction in
performance,4b  especially   in   memory­bound   or   latency­tolerant
regions of code.4c   When combined with sub­threshold voltage, it
allows static power to be greatly reduced.4d,4e  The original 2002
technique involves  a  strategy,  called  the  “simple”  policy,  of
placing all lines in a drowsy mode using a single global counter,
awakening it only when it is accessed.3 The performance trade off
was known to reduce leakage up to 85% while increasing run-time
by just 0.62% in certain conditions (using 93% drowsy lines). The
paper focused on advanced drowsy strategies in reducing latency
due to L1's time-critical cache, but suggested L2 strategies could
use the simpler techniques.

2. A Comparison to Previous Techniques

2.1 Vdd gating, Cache Decay, and Adaptive Mode-Control

The  2002  paper  and  the  2023  retrospective  paper  contrasts
drowsy logic  with three previous techniques to  reduce leakage
developed in 2000 and 2001. The first, called gated-Vdd,5 used a
circuit-level technique to gate supply voltage to reduce leakage in
unused  SRAM.  That  technique,  paired  with  a  novel  resizable
cache architecture (DRI i-cache), was said to reduce leakage by
62% with a minimal impact on performance. The second, Cache
Decay, used a time-based strategy to turn off a cache line after a
pre-set number of cycles have elapsed since its last access.6 This
method is said to reduce L1 leakage up to 70% using competitive
algorithms. The third, Adaptive Mode Control (AMC), used tags
that are always active, tracks which cache lines are missed, and
can adjust the number of intervals to turn off cache lines based on
previous misses.7 Cache  Decay  was also  recently  reviewed by
their authors in the 2023 ISCA@50 Retrospective.8

2.2 A Systems-Level Design

A 2008  paper titled “BTB Access Filtering: A Low Energy and
High  Performance  Design”  describes  lowering  branch  target
buffers and using direct-mapped BTBs in superscalar processors
with  drowsy  techniques  in  the  filter  buffer  to  limit  predictor
energy consumption by 92.7%, with up to a 10.8% performance
trade-off9. Early ARM processors, such as ARM7 and ARM9, did
not  use  superscalar  architecture  and  likely  did  not  need  large
buffers.10 Static branch prediction was used, however, in power-
conscious  processors  such  as  the  ARM810.11,12  Significant
research has been explored in developing more power-efficient
superscalar architecture.4f

2.3 Direct-Mapping

Direct-mapping of hardware registers appears to have a similarity
to MMU-less operating systems, such as μClinux13, developed by
Jeff  Dionne  and  Ken  Albanowski  in  1998,  which  used  flat
memory addresses and was further developed by companies such
as  EmCraft.14 In   software,   Cortex­M   processors   feature
interrupt/exception   handling,   where   instead   of   automatically
putting floating point registers onto the stack, can be configured
to do so in a “lazy” way.15­17 While most processors are designed
to be fast, or to reduce latency, they also benefit from using tricks
like that to make them less resource intensive. Direct mapping of
both hardware and kernel resources offers a path to limit energy-
intensive memory management caches. As a chip can be designed
to  operate  in  a  more  deterministic  manner  as  in  real-time
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operating systems (RTOS), use cases involving known application
resource limits and scheduling can be increasingly factored into
software-defined hardware (SDH), a decades old design goal.18,19

One  design  concept  that  monolithic  chips  use  is  “holistic
timing.”20 This is where multiple systems fit on a single die and
operate within a certain window, including breaking partitions in
the clock. A Power-First design would most certainly benefit from
opting  towards  fewer  Die-to-die  interfaces,  which  typically
increase power consumption. An advantage to using chiplets, such
as Bunch of Wires, however, would be the parallel or co-design
and integration of peripherals such as lower power radios and I/O
by third parties.21 While sub and near-threshold processors are a
major focus of power reduction, memory can occupy 2-8x+ the
size of a single microcontroller such as Zero-riscy (now Ibex) or
RI5CY (cv32e40p), according to PULP Platform of ETH Zürich.22

General purpose operating systems require far more memory and
cache than microcontrollers. Efficient design of both hardware and
software  using  the  above  techniques  can  lessen  the  amount  of
memory (and thus power) needed.

3. Drowsy logic in modern process nodes
Industry  news  articles  appear  to  have  decreased  mentions  of
“drowsy” circuits in the mid 2010s. A keyword search of one well-
known site turned up only two mentions in 2014 and 2015 for
“drowsy:” “For  memories,  people  are  building  additional
operational modes for them, such as drowsy modes.”23,24 A review
in the ICSA@50 retrospective paper states drowsy logic is “a form
of  voltage  scaling”:  “We  proposed  a  design  in  which  one  can
choose between two different supply voltages in each cache line,
corresponding  to  normal  supply  voltage  and  a  drowsy  lower
voltage.  In  effect  we used a form of  voltage scaling to  reduce
static power consumption.”2  While the 2002 paper cites voltage
scaling precedents,   its  novel   feature was  that   it  was applied  to
static power: “Such a dynamic voltage scaling or selection (DVS)
technique has been used in the past to trade off dynamic power
consumption and performance. In this case, however, we exploit
voltage scaling  to   reduce static  power consumption.”3   In other
words,  the  term  became  part  of  DVS  from  the  start.  New
techniques utilizing hybrid or novel implementations of drowsy
transistors in SRAM continue to be researched in academic labs.25-

27 Techniques sometimes have multiple industry names. As early as
1992,  multi  and  dual-threshold  voltage  techniques  have  been
described.28,29 Drowsy logic still  offers some of the best energy
savings: “Moreover, since the penalty for waking up a drowsy line
is relatively small (it requires little energy and only 1 or 2 cycles)
and there are less frequent accesses to the lower memory hierarchy
than Gated-VDD schemes, cache lines can be put into drowsy mode
more aggressively to save more power.”2

4. Sub­threshold logic
The   2002   drowsy   cache   paper   cites   advances   in   short­channel
effects:   “Due   to   short­channel   effects   in   deep­submicron
processes,   leakage   current   reduces   significantly   with   voltage
scaling.   The   combined   effect   of   reduced   leakage   current   and
voltage yields a dramatic reduction in leakage power.”3  A 1990
paper developed the new model for short­channel effects and their
benefit to sub­threshold logic.30   A key advance was that the alpha
power law model was reduced from   = 2 to   = 1.3. This wasα α
implemented in the calculation of the switching speed:4d

Delay α  1/Ion α  Vdd/(Vdd − VT)a 

Martin et  al  applied the exponent,  a,  of   the alpha power delay
model  of   an   inverter,   with   a=1,   to   the  dynamic  power   law   to
produce the formula for performance, f: 4e 

f = (Ld K6)−1 ((1 + K1) Vdd + K2 Vbs − Vth1)a 

The  combined  formula  of  DVS  and  Adaptive  Body  Biasing
(ABB),  led  to  a  further  48%  reduction  in  energy  over  DVS
(drowsy logic) alone six months later.31 Other labs have achieved
similar results.32,33 Today, an 85% reduction in leakage power can
be  found  in  IoT  devices  which  are  designed  for  batteryless
operation and energy-harvesting. Microcontrollers by companies
such as Ambiq Micro are known to achieve a 13-fold reduction
compared  to  other  chips.34 IoT  device-makers  such  as  ONiO
feature an integrated solar/RF/thermoelectric harvester and power
management  integrated  circuit  with  low-power,  asynchronous
ROM/RAM.35 Since the latter uses just 2KB of RAM, it may not
need  to  operate  in  sub-threshold  voltage  as  much  as  Ambiq's
2MB  of  MRAM,  which  can  still  achieve  ultra  low  energy
consumption.36 Furthermore, the ultra low power of sub-threshold
voltage combined with current drowsy cache techniques suggests
mobile phones could one day run on solar power. 

5. SRAM and in-memory computing
While drowsy modes have been developed for both instruction
and data cache,  in high-performance computing (HPC),  it  may
not yet have some of the advantages of state-of-the art memory
such  as  spin-transfer  torque  (STT)  MRAM  and  spin-orbital
torque  (SOT)  MRAM.37 That  is  because  they  are  designed  to
operate  in  low-data  modes  where  speed  is  not  as  crucial  to
operation such as remote sensors with fixed interval telemetry.
That said, the fast-wake up is known to be 1-2 cycles.2

6. Conclusion: Amdahl's & Landauer's Limits
The 2002 paper cites Amdahl’s Law in calculating the theoretical
minimum.3 While it does acknowledge advances in short-channel
effects  and  subsequent  research  detailed  new  avenues  for
advancing  Moore’s  Law,38 Amdahl’s  Law  is  more  relevant  to
parallel multi-core architectures, of which sub-threshold voltage
microprocessors  do  not  necessarily  adopt:  “The   lowest   supply
voltage at which a logic gate can operate while still acting as an
amplifier   is   only   a   few   times   larger   than   kBT  /q.”39 As  Scott
Hanson recently stated that “Moore’s law is alive and well for the
embedded  world.  We’re  at  a  process  node  today  that’s  22
nanometers,” one can speculate on the performance gains yet to
come.36 
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